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Problem Statement
•

•

•

•

AC retailers/manufacturers struggle to predict daily demand accurately

Current methods have isolated datasets and use region-level aggregates and do not replicate real world 

sales.

Current models fail to capture the non-linear, region-specific nature of weather-influenced demand.

Fail to capture correlation of meteorological effects on purchasing
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LITERATURE REVIEW

•

•

•

•

There were no publicly available research papers which showcased AC Sales and the papers forecasting sales 

of general items used a limited subset of weather parameters under isolated conditions 

 

Regression & tree-based ML with lagged weather features - used isolated weather only dataset, needs to 

be retrained as patterns change

Stacking ensemble (RF, XGBoost, GBDT) - needs extensive tuning, no interpretability 

Regression + Monte Carlo simulation for forecast scenarios - isolated dataset, requires probabilistic 

forecasting

XGBoost vs ARIMA & exponential smoothing - blackbox nature hence no explainability, needs more 

datapoints

References are at the end
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LITERATURE REVIEW

Chan & Wahab (2024) Regression & Tree-based ML with Lagged Weather Features • Improved accuracy (+47% for products, +56% for categories) • 
Captures short-term & lagged weather effects • Feature 
importance improves interpretability

• Less effective for non-weather-driven products • 
Requires accurate weather forecasts • Retraining 
needed as patterns change

Lv et al. (2023) Stacking Ensemble (RF, XGBoost, GBDT) • High gains for seasonal items (41–86% MSE drop)  • 
Outperforms single models  • Captures non-linear weather-
sales relationships

• Ineffective for non-seasonal products  • Stack is 
harder to interpret  • Higher tuning/training complexity

Verstraete et al. (2019) Regression + Monte Carlo Simulation for Forecast Scenarios • Works for short- & long-term planning  • Handles weather 
uncertainty via simulation  • Automatically picks best short-
term model

• Two-stage system adds complexity  • Computationally 
expensive  • Needs probabilistic forecasts

Haselbeck et al. (2022) XGBoost vs ARIMA & Exp. Smoothing • ML beat classical methods in 14/15 cases  • Captures 
seasonality, regime shifts (e.g., COVID)  • Weather/holiday 
boosts accuracy

• Tree models are black-boxes  • Needs more data and 
tuning  • Relies on external inputs like weather and 
events

Badorf & Hoberg (2020) Random Coefficient Regression (Hierarchical Linear Model) • Captures store-specific sensitivity  • Models non-linear 
weather effects  • Accurate for 1–7 day forecasts

• Complexity scales with number of stores  • Poor 
performance on longer horizons  • Assumes stability of 
past behavior

Liu & Ichise (2017) Deep Learning (LSTM + Autoencoder) • Excellent for weather-driven food sales  • 19.3% better than 
ML baselines  • Captures sequential and nonlinear effects

• Hard to interpret (black box) • Requires large data & 
compute • Not always better for non-weather products

Retail Case Studies Commercial ML platforms + weather integration • Real-time localization  • Boosts revenue & reduces waste  • 
Useful for inventory, promotion, staffing

• Dependent on weather accuracy  • Not useful for 
general/staple goods  • External services add cost and 
reduce control

Paper Models Used Pros Cons
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References are at the end
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GAP
•

•

•

General forecasting models are unexplainable, i.e a "blackbox" 

Models trained on historical patterns can’t quickly recalibrate to sudden heatwaves or novel climate shifts.

All current models have isolated very specifically crafted datasets and is not real world data.
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Project Objectives
•

•

•

•

Preprocess the data effectively and understand how usable it is.

Build models to forecast AC sales for 9 different Indian cities.

Ensure explainability in modeling approaches.

Understand sales patterns & data limitations.
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so we got a real world dataset
F O R  S A L E S  O F  A I R  C O N D I T I O N E R S  A N D  W E A T H E R  P A R A M E T E R S
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Sales Invoice data

Sales from 2021-2024, as and when it 
occurred for 12 cities but then 3 were 

unusable due to empty cells, so we ended 
up with 9 cities

Weather Data

Kaggle Dataset with 20 GB of Weather Data 
for 800+ Indian cities dated 2020-2024

Combined dataset mapped using city tags

Final Dataset had 29 features including 
temperature, humidity, location, 

precipitation etc.

D A T A S E T S
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Invoice Quantity
W A S  O U R  T A R G E T  V A R I A B L E
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Preprocessing

body {

 font-family: Arial, Helvetica, sans-serif;

}

Initially we took all 29 features and ran PCA on the entire Dataset. We got 10PC's but we realized that a lot of 

features are correlated. 
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Preprocessing

Now looking at all the heavily correlated features 

we removed some and ran PCA again
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Our dataset was extremely skewed so we created bins- 
invoice quantity >30 and <30.

 O U R  M O D E L S  U S E D  T H E  < 3 0  B I N
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Dataset without PCA
Dataset with PCA

Random Forest
W H A T  I S  R A N D O M  F O R E S T ?

a supervised machine learning algorithm that combines multiple decision trees to make predictions.

Dataset with separate PCA for training and 
testing
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On training and testing our models on the PCA Dataset we 
got really high R^2 scores

S O  W E  T R I E D  T O  T R O U B L E S H O O T  W H Y  T H I S  H A P P E N E D

< / >

C H A N G E D  T R A I N - T E S T  S P L I T  T O  5 0 - 5 0

R^2 on PCA dataset with about 9000 training datapoints and 9000 testing datapoints = 0.966

C H A N G E D  T R A I N - T E S T  S P L I T  T O  2 0 - 8 0

R^2 on PCA dataset with about 3600 training datapoints and 15000 testing datapoints = 0.911

C H A N G E D  T R A I N - T E S T  S P L I T  T O  1 - 9 9

R^2 on PCA dataset with about 180 training datapoints and 17800 testing datapoints = 0.86

Even with TA's help we found no errors in the code leading to this but PCA gave no explainability to the 

model either so we started trying other methods.
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We made models for each city, thinking maybe isolated 
models was the way to go.

I T  D I D  N O T  W O R K
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R E S U L T S  O F  G U R G A O N

So we took other models →

https://pitch.com/?utm_medium=product-presentation&utm_source=pdf_export&utm_campaign=bottom_bar_cta&utm_content=9f4d4eff-15ad-4d79-9d0d-059c58a42d69&utm_term=PDF-PPTX-lastslide


Cyclic Boosting

W H A T  I S  C Y C L I C  B O O S T I N G ?

Cyclic Boosting is a fast machine learning method for structured data. It explains each prediction clearly by 

breaking it down into feature-wise effects, making it both accurate and interpretable.

Cyclic Boosting on the non-pca dataset Cyclic Boosting on the PCA Data

It runs well on PCA(again…) but underperforms on the 
normal dataset
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So we tried running it on a sequential dataset
expecting better results, but alas…

S I N C E  C Y C L I C  B O O S T I N G  W A S N ' T  G I V I N G  U S  A N Y  R E A L  R E S U L T S ,  W E  T R Y  U S I N G

G R A D I E N T  B O O S T I N G  A N D  L S T M  M O D E L S  →

This was run on a weekly aggregate

 

We also tried using a monthly aggregate,

but there was little to no impact on performance

https://pitch.com/?utm_medium=product-presentation&utm_source=pdf_export&utm_campaign=bottom_bar_cta&utm_content=9f4d4eff-15ad-4d79-9d0d-059c58a42d69&utm_term=PDF-PPTX-lastslide


Baseline LightGBM

T R A I N E D  A  L I G H T G B M  R E G R E S S I O N  M O D E L

Used only basic inputs:


• Raw weather data (e.g., temperature, humidity)


• Date-based features (day, month, weekday)


• Basic sales lag signals: previous day’s sales, 7-day moving average

No advanced tuning, stacking, or city-specific models

 

 

model's predicted sales deviate from actual sales by around 20 units on average & model explains only 

27% of the variance in AC sales

 

 

 

 

Baseline LightGBM captures basic trends but lacks accuracy. Useful as a benchmark for future improvements.
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Tuned LightGBM

T R A I N E D  A  L I G H T G B M  R E G R E S S I O N  M O D E L

Built on baseline by adding:


 • Deeper lag features (Sales_3_Days_Ago, 14Day_MA_Sales)


 • Interaction features (temp × humidity, wind ÷ pressure)


 • Group-wise features (Sales_Location_Mean)

Tuned model parameters for better generalization

 

 

Captured compound weather effects, Better Temporal Context
 

 

 

The model captured deeper temporal patterns and subtle weather-location interactions, improving accuracy 

over the baseline.

 

https://pitch.com/?utm_medium=product-presentation&utm_source=pdf_export&utm_campaign=bottom_bar_cta&utm_content=9f4d4eff-15ad-4d79-9d0d-059c58a42d69&utm_term=PDF-PPTX-lastslide


Weighted Ensemble

C O M B I N E D  P R E D I C T I O N S  F R O M  3  B A S E  M O D E L S

Used 3 Model:

• 50% LightGBM


• 30% Random Forest


• 20% XGBoost

 

 

 

 

 

Used full feature set with:


 • Lag variables (1-day, 3-day)


 • Rolling averages (7-day, 14-day)


 • Interaction terms (temp × humidity, wind ÷ pressure)


 • Location-wise sales means

 

 

 

•

•

 

 

Why this worked??

Aggregates diverse model perspectives

Reduces overfitting by avoiding a learned meta-model
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Stacked Ensemble
T R A I N E D  3  B A S E  M O D E L S :  L I G H T G B M ,  R A N D O M  F O R E S T ,  X G B O O S T

•

•

•

Used 5-fold cross-validation to get out-of-fold predictions

Trained a meta-model (XGBoost) on these predictions

On test data, predictions from the base models 

	 are passed to the meta-model for final output

 
W H A T  I S  A  M E T A  M O D E L ?

•

•

A model that learns how to best combine outputs of 

base models

Instead of fixed weights, it learns patterns in the base 

models’ predictions

 

 

 

Why it underperformed?

 

 

•

•

•

 

All base models were tree-based and 

learned similar patterns

Their predictions were highly 

correlated

Increased complexity led to 

overfitting on the training predictions

 
 

 

In our case, stacking added complexity without improving accuracy. Weighted 

ensemble remained simpler and more robust
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Stacked Ensemble : IMPROVED (Slightly)
T R A I N E D  3  B A S E  M O D E L S

•

•

•

Used 5-fold cross-validation to get out-of-fold predictions

Trained a meta-model (XGBoost) on these predictions 

On test data, predictions from the base models 

	 are passed to the meta-model for final output

 
W H A T  I S  A  M E T A  M O D E L ?

•

•

A model that learns how to best combine outputs of base models

Instead of fixed weights, it learns patterns in the base models’ predictions

 

•

 

 

 

Trained a meta-model (Ridge) on these predictions

	 	 where alpha is set at 1.0

 

 

Result?!

•

•

WHY RIDGE?

Tree-based meta-models tend to overfit when base models are similar

Ridge adds generalization by penalizing extreme weights

 

 

Reduced overfitting seen in the previous stacked setup
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Stacked Ensemble : IMPROVED EVEN MORE (Slightly)
T R A I N E D  3  B A S E  M O D E L S

•

•

•

Used 5-fold cross-validation to get out-of-fold predictions

Trained a meta-model (XGBoost) on these predictions 

On test data, predictions from the base models 

	 are passed to the meta-model for final output

 
W H A T  I S  A  M E T A  M O D E L ?

•

•

A model that learns how to best combine outputs of base models

Instead of fixed weights, it learns patterns in the base models’ predictions

 

•

 

 

 

Trained a meta-model (Ridge) on these predictions

	 	 where alpha is set at 1.0

 

 

Result?!

 

 

Did not help at all

 

 

 

 

	 Trained a meta-model (RidgeCV) on these predictions

	 RidgeCV simply finds the best value for alpha
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Per-City Ensemble

☐ Trained separate models for each city to capture local 

sales-weather patterns


• Trained a separate 3-model ensemble for each city


• Augmented predictions with engineered features


 (Prev_Day_Sales, 7Day_MA_Sales, 7Day_STD_Sales, temp × humidity)


• Final predictions were made using a meta-model

W H Y  T H I S  A P P R O A C H

W H A T  W E  D I D

•

• Cities differ in weather, demand, and 

seasonality

Localized modeling avoided global noise

RESULT

•

•

•

•

Many cities (like Hubli, Patna) had limited data 

points

Some cities had very low variance in sales (almost 

flat lines)

In such cases, even a good prediction leads to 

poor R2

Lack of External Context
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Nothing was working.
S O  W E  T O O K  A  D E E P E R  L O O K  I N T O  O U R  D A T A S E T ,  T O  F I N D  M O R E  D I S A P P O I N T M E N T .

< / >
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No Promotion periods mentioned
H O W  W O U L D  T H I S  A F F E C T  S A L E S ?

People are incentivized to buy goods when they are cheaper. 

Dataset does not account for when the AC goes on sale, it only shows purchase history.

The Sales Margin feature (column) was incorrect as it showed 15% sales margin throughout the dataset.
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ZERO-SALE Periods
W H A T  A R E  Z E R O  S A L E  P E R I O D S ?

Time periods where no sales have been listed

 

The data did not actually showcase customer orders, it actually showcased the sale. Now when the retailer is 

out of a product such as this Air Conditioner, he makes no sale of said AC. Stock out cannot be a binary 

predictor.

 

The Dataset did not showcase OTIF (On Time In Full) either- i.e.- if the retailer is out of brand x he shows the 

customer an AC of brand y, making a sale on brand y whereas the customer had truly come for a sale of brand x.
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2  P A T H S  T O  C H O S E  F O R M

This would go off the sequence and would render our time series 
useless, hence it could not be done

But this would create false sales, so this couldn't be done either.

Remove periods with no sales Take aggregate of the total sales and replace
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Monthly sequences
T H E  O N L Y  R E L E V A N T  D A T A S E T  W E  W E R E  U S I N G  N O W  W A S  M O N T H L Y  A G G R E G A T E S

•

•

•

Daily data was too noisy and there were too many missing cells.

To account for Zero Sale periods we aggregated the sale by looking at the average sale of other days in the 

same month

 

 

 

 

 

So taking monthly average with each datapoint being the aggregate sale of that month.

Example →

Jan 12-16 has no sales, so we sum up sales of other 

days in jan and divide by number of days sales 

were there (26). Now the procured value is 

assigned to Jan 12-16.
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Accounting for Lag
W H E N  M A P P I N G  T E M P E R A T U R E  P E A K S  V S  S A L E S  /  M O N T H  W E  F O U N D  A  2  M O N T H  L A G .  S O

W H E N  T E M P E R A T U R E  P E A K E D  I N  M A Y  - >  P E O P L E  B O U G H T  A C S  M A J O R L Y  I N  M A R C H .

( A N T I C I P A T I O N )

< / >
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Final results	
M O D E L S  U S E D  A T  T H E  E N D :

R A N D O M  F O R E S T

C Y C L I C  B O O S T I N G

L S T M

< / >
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Random Forest

Random Forest trained on 36*9 
Datapoints (1 for each month) and tested 

on 18*9 Datapoints
 
 

•
•
•
•
•

	 This Dataset has
 

Monthly Aggregates
Accounts for No Sale Period
Reduced Features
Does Not account for OTIF
Does Not account for Promotion Periods with sale spikes
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LSTM

•

•

•

Modeled sales as a time series, using past 7/14/30 days 

of weather + sales data to predict future sales

Preprocessed using:


• Min-Max Scaling


• Rolling Averages: 7-day, 30-day


• Lagged feature: Prev_Sales

Created sequences of length 7/14/30 (tried all)

W H Y  T H I S  A P P R O A C H

W H A T  W E  D I D

•

•

•

•

2 stacked LSTM layers with 128 and 64 units

Dropout layers for regularization

Dense layer for final prediction

Early stopping used to avoid overfitting

•

•

 

LSTM model moderately captured sequential 

patterns in sales and weather data

performance suggests more 

tuning/features/aspects (economic) needed

Performance
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Cyclic Boosting
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Thank you
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https://www.econbiz.de/Record/a-machine-learning-framework-for-predicting-weather-impact-on-retail-sales-

chan/10014516549#:~:text=the%20use%20of%20weather%20information,the%20importance%20and%20influence%20

of

https://www.scirp.org/journal/paperinformation?paperid=122879

https://ideas.repec.org/a/eee/joreco/v48y2019icp169-

177.html#:~:text=information%20is%20much%20shorter%20than,that%20the%20company%20is%20facing

https://doaj.org/article/3aba0c7a747a48ef887c5cac464cb82d#:~:text=compared%20the%20performance%20of%20nin

e,sudden%20increase%20in%20demand%20of
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